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Abstract— We propose a technique for depth completion of
transparent objects using augmented data captured directly
from real environments with complicated geometry. Using cyclic
adversarial learning we train translators to convert between
painted versions of the objects and their real transparent
counterpart. The translators are trained on unpaired data,
hence datasets can be created rapidly and without any manual
labeling. Our technique does not make any assumptions about
the geometry of the environment, unlike SOTA systems that
assume easily observable occlusion and contact edges, such
as ClearGrasp. We show how our technique outperforms
ClearGrasp in a dishwasher environment, in which occlusion
and contact edges are difficult to observe. We also show how
the technique can be used to create an object manipula-
tion application with a humanoid robot. Supplementary URI:
https://florise.github.io/faking depth web/.

I. INTRODUCTION

The manipulation of transparent objects in complex envi-
ronments has been a topic of interest for the past decades,
due to the limited ability of commodity RGBD sensors to
estimate the depth of objects that are non-Lambertian. Saxena
et al. showed translucent object manipulation in a dishwasher
environment using a neural network in 2008 [1]. Lysenkov et
al. presented a system for manipulating transparent objects
by matching noise in depth maps to pre-measured CAD
models of the objects in 2012 [2, 3]. Various works have
tried to use synthetic data captured from simulation and
rendering, one of the most prominent being ClearGrasp,
which was introduced by Sajjan et al. [4]. Other works
have used the ClearGrasp dataset while improving the depth
estimation method [5]. These methods have as limitation that
they require manual modeling of the transparent objects that
are to be manipulated and/or the environment in which the
manipulation will take place, or require models of highly
similar objects and environments.

There are also various works that focus on grasp point
generation for transparent objects instead of depth comple-
tion [6, 7, 8], but depth completion of transparent objects has
as benefit that it allows the application of existing point-cloud
based techniques for downstream tasks. Some works use
specific sensors that are not typically found in robot systems,
such as Light Field Cameras [8], polarization cameras [9]
or background projections [10], but in this work we use
a low cost RGBD sensor (Intel RealSense D405) that is
commonly found in commercial robots. Other works use
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markers and object models to create datasets of matching
transparent RGB and Depth [11, 12], however in this case
the markers remain part of the data or additional effort is
required to remove the markers from the dataset, whereas in
this work we have separate datasets for transparent objects
and for augmented objects. Yet other works focus mostly
on transparent surfaces [13] instead of objects, or transpar-
ent object segmentation instead of depth estimation [14].
In recent years Neural Radiance Fields (NeRF) [15] have
enabled transparent object depth estimation from RGB data
and manipulation without any prior training [16, 17, 18,
19], but at inference time techniques that use NeRF require
multiple views of a scene and known camera extrinsics per
view, whereas in this work we only require a single view at
inference time.

Our main contribution is a technique for transparent object
depth completion based on adversarial learning with cycle
constraints (CycleGAN) which is trained using a set of
views of transparent objects and a set of views of opaque
clones. The opaque clones are the transparent objects aug-
mented by painting them, so that they still have a similar
shape as the objects that are to be manipulated, but do not
exhibit the aspects that negatively affect depth detection.
Our method learns a function that can convert sensor mea-
surements (Depth or RGBD) of the augmented objects to
and from sensor measurements of the original transparent
objects. CycleGAN-based techniques have been applied in
robotics before, in works such as RL-CycleGAN [20] and
RetinaGAN [21]. In both cases the technique was used for
sim2real transfer, whereas to our knowledge we are the first
to apply the CycleGAN technique for “real2real” transfer in
robotics. Adversarial learning has been applied to transparent
object depth completion before, but only in a supervised
setting [22]. Figure 1 shows an overview of our method.
All training data is created by recording data from the real
environment using the RGBD camera that is also used in
the manipulation application. Unlike previous approaches the
training data does not have to be paired with labeled ground
truth data. Training data is split into a set of samples of
transparent objects and a set of samples of the opaque clones.
Transparent object samples contain color information of the
objects that we want to manipulate, while the opaque clone
samples contain the depth data that we want to associate with
the transparent object samples. Depth data for transparent
object samples is noisy and practically unusable as sole
input for robot manipulation, while the color data for opaque
clone samples is only useful at training time. Both datasets
should be comparable in terms of environment and the
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Fig. 1: Two cyclic adversarial training conditions were tested,
direct depth to depth and RGBD to RGBD. For each both
a U-Net inspired model and a ResNet inspired model were
used for the generator architecture. Because we have used
cyclic adversarial training, it is not required for samples to
be paired.

types of objects used, but our technique does not require
matching sensor transformation or object transformations
between samples.

We have publicly released the datasets and neural network
source code. Both can be found in the supplementary ma-
terials accessible via the URI in the abstract. We hope that
other researchers can use the dataset and/or neural network
source code to create new methods for unpaired training of
transparent object depth completion methods.

II. METHOD

A. Adversarial loss

A Generative Adversarial Network (GAN) is a combina-
tion of a generator G : X → Y and discriminator D : Y →
{Real, Fake}, in which the generator tries to learn how
to generate realistic samples, while the discriminator tries
to learn how to distinguish between real samples y ∼ Y
and generated samples G(x) [23]. In an ordinary GAN, x
is a vector sampled from a random distribution X . The
discriminator is trained to minimize its error on correctly
identifying real samples as real while maximizing its error
on incorrectly identifying generated samples as real. The
objective function can be described as a minimax game:

g∗ = argmin
G

max
D

Ey∼Y logD(y)+Ex∼X log(1−D(G(x)))

In practice, we use the LSGAN loss functions [24] with
a = 0, b = 1, c = 1, which separately defines the
generator loss for a single sample x ∼ X as LG(D,G, x) =
(D(G(x))− 1)2 and the discriminator loss for a single
pair of samples x ∼ X, y ∼ Y as LD(D,G, x, y) =
(D(y)− 1)2 +D(G(x))

2. Whereas in an ordinary GAN the
generator is given a random vector as input, we want the
generator to act as a translator, hence X is instead a source
domain containing samples that we want to translate to a
target domain Y .

B. Cyclic loss

G(x) should not only look like it was sampled from Y , but
it should also maintain its structure from X . To accomplish
this we follow the CycleGAN approach [25] and introduce an
inverse mapping F : Y → X and add constraints that force a
network to maintain details for performing the inverse map-
ping, i.e. G(F(y)) ≈ y and F(G(x)) ≈ x. To enable our net-
work to learn this, we adopt cyclic losses: LCyc(G,F, x) =
∥F(G(x))− x∥1. This loss is applied bidirectionally, i.e.
LCyc(G,F, x, y) = LCyc(G,F, x) + LCyc(F,G, y). To train
a network that approximates F, we also need to introduce
a discriminator DF that tries to learn whether samples are
from X or generated using the translator F.

C. Identity loss

To encourage G and F to not change background data
for their inputs (which should remain the same for both
domains), we need to assure that G(y) ≈ y and F(x) ≈ x.
In other words, if an input is already in the right output
domain for the translator, then the translator should have
no effect. We accomplish this using identity losses [26]:
L

Identity
G (G, y) = ∥G(y)− y∥1 and L

Identity
F (F, x) =

∥F(x)− x∥1.

D. Complete loss functions

For brevity we only show the loss functions for the X →
Y mapping. Combining the adversarial loss, cyclic loss and
identity loss, we now have the following loss functions for
the translators:

LGX→Y
(G,F,D, x, y) = Λ1LG(D,G, x) (1)

+ Λ2L
Cyc(G,F, x, y) (2)

+ Λ3L
Identity
G (G, y) (3)

GAN loss weight Λ1 and identity loss weight Λ3 are 1.0
and 0.5, respectively. Initial cyclic loss weight Λ2 is 10.0
and linearly decays to 1.0 at epoch 90. The weights were
adopted from the original CycleGAN paper and manually
tuned. The weight decay strategy was suggested by Wang
and Lin [27].

The loss for the discriminator is defined as follows:

LDY
(D,G) = (D(y)− 1)2 +D(G(x))

2

Swapping x and y, X and Y , G and F gives the generator
loss and discriminator loss for the Y → X mapping.



TABLE I: Drinking glasses with dimensions in mm

Object Wine Tall Mid Low Slim

Picture
Height 200 184 122 82 105
Top � 62 82 80 80 50

Bottom � 71 60 54 50 50

E. Network architectures

We perform our experiments with both U-Net and ResNet
for the generator network architecture and PatchGAN for
the discriminator network architecture. Zhu et al. [25] use
a custom architecture with residual blocks, but we have
experienced faster training times while maintaining similar
validation loss using a U-Net architecture [28] for the gener-
ator, as originally proposed by Isola et al. [29]. Our network
architectures and further training details can be found in the
appendix.

III. EXPERIMENTS

A. Dataset creation method

Our test environment is a single level dishwasher, as
can be found in restaurants and convenience stores. We
created 60 configurations of transparent drinking glasses,
and 60 configurations of opaque clones, using the same five
object types (see Table I), with at most three of each object
type in a scene. In each configuration we vary the position
and amount of objects. To create the opaque clones, we
spray painted the objects with a brown stone pattern. For
each configuration we captured approximately 500 RGBD
samples with shape 1280× 720× 4, by moving the RGBD
camera (Intel RealSense D415) around the configuration in a
random pattern. In total we thus have approximately 30000
RGBD samples of dishwasher configurations with transpar-
ent objects, and approximately 30000 RGBD samples of
dishwasher configurations with opaque objects.

The total time spend on collecting the training data was
less than ten hours (excluding preparation time, i.e. painting
the objects), with no labeling required, which demonstrates
how easy it is to create large datasets with our approach. We
created a paired dataset using the same objects in the same
environment with different object positions for each sample
to quantitatively evaluate our technique. Creating this dataset
took less than eight hours, but only contains 41 samples.
The paired dataset is split into a test set of 15 samples and
a validation set of 26 samples. The test set is used to save
the best model during training, while the validation set is
used in this paper for the evaluation of the models. The
validation set has novel views and object configurations, but
the environment and objects are not novel. The paired dataset
is useful for evaluating the performance of a trained model,
but was not required for training the model itself.

B. Choice of network and modality

In Table II we evaluate results using different network
designs as well as other transparent object depth estimation
techniques. We evaluated two mapping methods, each trained
on the unpaired dataset and evaluated on the paired validation
dataset, one method uses direct depth to depth mapping, the
other uses RGBD to RGBD mapping. For each method we
have tested both the U-Net based generator and the ResNet
based generator. We evaluate each network based on the Root
Mean Square Error (RMSE), Mean Absolute Error (MAE),
Relative error (Rel), percentage of pixels with error less than
5%, less than 10% and less than 25%. All these metrics
are only calculated for the area covered by the transparent
objects in each sample. These metrics are commonly used
for evaluating depth completion effectiveness [30, 4]. We
report the number of trainable parameters as an indicator
of network size. Our results show that for this task the U-
Net architecture produces the best result overall, while the
difference between using RGBD and only Depth is minor.
We also evaluated the following baseline methods on our
validation data:

• Joint Bilateral Filter (JBF) [31]: A statistical method
in which we use the RGB input to modify the depth
map. We use a Gaussian kernel in the experiment.
We performed a grid search to determine the best
parameters, testing out kernel size 3× 3, 7× 7, 11× 11
and 15 × 15, σd values 0.5, 1.0, 2.0, 4.0 and 16.0, σr

values 0.1, 0.5, 1.0, 2.0, 4.0. The reported results were
obtained with kernel size 15 × 15, σd = 16.0 and
σr = 2.0. We chose to compare with JBF as it is a
purely statistical method (no training required) and is
commonly applied to process depth data in industry.

• ClearGrasp [4]: A recent state-of-the-art method for
depth completion of transparent objects by using a
surface normal detection network, object boundary de-
tection network and transparent object segmentation
network. We chose to compare with ClearGrasp as other
recent works have also used it as baseline.

• Ours: RGBD-U-Net, trained on unpaired data. We
picked the RGBD-U-Net variant for the comparison, as
it operates on similar inputs as JBF and ClearGrasp.

Table III shows the qualitative results of applying methods
on some items of our validation set. We show input color,
input depth, our result (using RGBD-U-Net), ClearGrasp
result (cropped), JBF result (cropped) and ground truth depth.
The ground truth depth was acquired by carefully replacing
opaque clones of the objects in the place of the transparent
objects. The depth range for visualization is clipped to
minimum 450 mm, maximum 1000 mm.

As can be seen from the figures, our method often finds
a good solution to filling in missing depth pixels based
on surrounding depth pixels, especially when a distinctive
shape can be observed in the input data. ClearGrasp can
dramatically fail to complete the depth of objects, which
we assume is caused by the complicated geometry (further
discussed below). JBF can produce results that sometimes



TABLE II: Quantitative evaluation of different network architectures and other methods (mean values on validation set)

Network Parameters (G) Parameters (D) RMSE (m) ↓ MAE (m) ↓ Rel ↓ 1.05 ↑ 1.10 ↑ 1.25 ↑

RGBD-U-Net 218,007,172 11,165,441 0.061 0.040 0.072 0.528 0.767 0.940
RGBD-ResNet 35,282,828 11,165,441 0.092 0.074 0.135 0.250 0.482 0.853
Depth-U-Net 217,997,953 11,162,369 0.058 0.035 0.061 0.589 0.861 0.954
Depth-ResNet 35,264,003 11,162,369 0.145 0.128 0.229 0.113 0.232 0.581

JBF - - 0.067 0.048 0.083 0.477 0.688 0.950
ClearGrasp - - 0.090 0.057 0.120 0.404 0.555 0.840

TABLE III: Qualitative results of our method, ClearGrasp and JBF.

Captured Color Captured Depth Our result ClearGrasp result JBF result Ground truth depth

Three samples with the lowest MAE using our method

0.024 0.070 0.039

0.029 0.049 0.043

0.030 0.044 0.038
Three samples with the highest MAE using our method

0.077 0.233 0.051

0.066 0.155 0.060

0.055 0.080 0.079



Fig. 2: A grasp of a transparent object performed by our
robot using our network for point cloud depth completion.

even outperforms our method, but it introduces Gaussian
noise which might complicate downstream tasks.

C. Object manipulation using humanoid robot

We evaluated grasping of transparent objects using a
humanoid robot (RT Corporation Sciurus 17). ROS [32] and
MoveIt [33] were used to control the robot, with motion
planning and sensor processing executed on the built-in Intel
Corporation NUC7i7BNH, and transparent depth estimation
performed on an external notebook (CPU: Intel Core i9-
10980HK). The frame rate of transparent depth completion
was around 2 FPS, using only CPU. We attempted 42 grasps
using 2 objects from our training set: Tall and Wine. We only
attempted grasps in the region in which the robot could grasp
the opaque version of the objects. We use the RGBD-U-Net
network architecture. To select the object to be grasped, we
first capture the background depth map without the object
present. After placing the object, we calculate the difference
between the point cloud with the object present and the point
cloud without the object present, giving us an estimate of the
object position. The X, Y coordinates in the camera image
are translated to a 3D point using the mean depth reported
for the object. We count grasps as successful if the gripper
can firmly grip the object. For the tall glass, 18 out of 21
attempts were successful. For the wine glass, 21 out of 21
attempts were successful. Figure 2 gives an example of a
successfully executed grasp of a transparent object with the
robot.

IV. DISCUSSION AND LIMITATIONS

Our method outperforms ClearGrasp on our dataset. Fig-
ure 3 shows an example pair of surface normals, occlusion
edges and masks generated by ClearGrasp on a sample from
our validation set. As can be seen in the images, it seems
that ClearGrasp underperforms in complex geometry settings
due to an abundance of occlusion edges being present.
Our method is trained end-to-end on RGBD data, so it

does not suffer from this limitation. More details about this
experiment can be found in the online supplemental material.

We have also tried to apply transfer learning on ClearGrasp
using data generated using a custom simulation constructed
using SuperCaustics [34, 35], a transparent object dataset
generator that used real time ray tracing and generates data
that is compatible with ClearGrasp. We have spend roughly
the same amount of time generating the assets (drinking glass
models and dishwasher model) as we have spend recording
training data for our method. Figure 4 shows some example
images of this new dataset. After training for 100 additional
epochs using 3802 samples of additional domain specific
training data added to the ClearGrasp training dataset, we
were unable to get better results than with the base Clear-
Grasp model. More details about this experiment can be
found in the online supplemental material.

A limitation of our system is that our system does not
generalize well to unknown objects, which are either left
unchanged in the output point cloud or are replaced by one
of the objects in our training set. This shows that our system
specifically learns how to complete the depth of objects in
the training set, and does not learn general properties of
transparency. Introducing a larger variety of shapes in the
training set could increase the capability of the network to
generalize to new objects. We performed a small experiment
with four novel objects in the same environment used in
this paper, for which the results are reported in the online
supplemental material.

We trained a network to directly infer depth from trans-
parent depth or RGBD. This has acceptable results in our
case, but there are more sophisticated methods of completing
depth. ClearGrasp for example combines surface normal
vectors, contact/occlusion edges and masks with the original
noisy depth map to complete depth. It is possible to engineer
features such as this using our method, by for example
using an HSV filter to create masks of opaque objects and
generating surface normal vectors from the opaque depth
map, but we leave the exploration of this for future work.

It is likely that there is a combination of hyper-parameters,
loss functions, network designs and gradient normalization
techniques that could improve the results. There are many
choices for adversarial loss functions for GAN’s, but we
did not perform a thorough analysis to compare different
loss functions. Some works suggest that the choice of
loss function is less important than the choice of hyper-
parameters [36], but different loss functions could contribute
to improving the training time and quality of the results. Be-
sides the choice of loss function, there are ways to normalize
the gradients of both the generator and the discriminator. We
only did limited experimentation with this, but we did not
manage to further improve the results.

V. CONCLUSION

We have presented a technique that allows easy creation of
datasets for training the vision system of a robot for perform-
ing transparent object depth completion in real environments
that have complicated geometry. There are many tasks that
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Fig. 3: Typical output of running ClearGrasp on our validation set.

Fig. 4: Examples of simulated training data. Corresponding boundaries, masks and surface normals were also generated.

we want robots to perform in the future in environments such
as convenience stores and restaurants. We imagine that robots
can have different programs to deal with each task, switching
program depending on the task at hand, with models trained
using the techniques discussed in this paper. In the future
we want to explore using our technique for tasks such as
teaching a robot where to grasp objects, how to segment an
object into parts and how to find particular objects in a scene.

APPENDIX

We use the Adam optimizer [37] with initial learning rate
of 2e−4 for the generator and 1e−4 for the discriminator.
After epoch 100 we start to linearly decrease the learning rate
to 0 for both the generator and the discriminator over 100
epochs. Each network is trained for 200 epochs in total. Each
epoch consists of 1000 training steps. We sequentially train
both generators and both discriminators with one sample
at each step. The activation function for the final layer of
both types of generators is a hyperbolic tangent. Training
of each network can take up to 48 hours using a single
NVIDIA Tesla V100 GPU on a PC equipped with Intel
Xeon E5-2698v4. We trained multiple networks in parallel on
one machine, so training time might be negatively affected.
All implementations use TensorFlow [38]. When loading
the data, we perform random horizontal crops and random
horizontal flips, producing an RGBD patch of 512x512
pixels. Depth is clipped between 450 mm (the minimum
depth of the RGBD sensor) and 2000 mm.

The U-Net generator is adopted from Isola et al. [29,
39]. U-Net is an encoder-decoder architecture with
skip connections. Schematically, the generator encoder
architecture can be represented as C64-C128-C256-
C512-C1024-C1024-C1024-C1024-C1024, the generator
decoder layer as CD1024-CD1024-CD1024-C1024-C512-
C256-C128-C64-C(1/3/4). Ck represents a Convolution-
InstanceNormalization-ReLU layer with k filters. CDk

represents a Convolution-InstanceNormalization-Dropout-
ReLU layer with k filters and a dropout rate of 50%.
All convolution layers are 4 × 4 spatial filters with stride
2, downsampling in the encoder and upsampling in the
encoder. Ordinary ReLU activation is used in the encoder,
while LeakyReLU with slope 0.2 is used in the decoder. In
the final layer of the decoder, C1 is used for Depth only,
C3 for RGB, C4 for RGBD. Skip connections concatenate
activations from layer i to layer n−i. Instance normalization
is used in every layer, except for the first encoder layer.

The ResNet generator is adopted from Zhu et al. [25,
40]. It can be represented as c7s1-64, d128, d256, R256,
R256, R256, R256, R256, R256, R256, R256, R256, u128,
u64, c7s1-(1/3/4). We use 9 ResNet blocks. c7s1-k denotes
a 7×7 Convolution-InstanceNorm-ReLU layer with k filters
and stride 2. R256 denotes a residual block with two 3× 3
Convolution-InstanceNorm-ReLU layers with 256 filters. uk
denotes a 3 × 3 Deconvolution-InstanceNorm-ReLU layer
with k filters and stride 2. Reflect padding is used in the
ResNet blocks to reduce artifacts.

We use a PatchGAN discriminator [41, 42, 29]. The
discriminator architecture can be represented as C64-C128-
C256-C512-C1024. Instance normalization is used in every
layer, except for the first layer. A Leaky ReLU activation
with slope 0.2 is used in every layer. A convolution with
stride 1, filter size 1 and kernel size 4 is used to produce a
discriminated output map.
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